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Introduction 
Artificial Intelligence (AI) is the simulation of human intelligence in machines. It 
involves using advanced technologies to enable machines to perform tasks that 
typically require human intelligence. 

AI bias occurs when an algorithm makes unfair or prejudiced decisions, usually due 
to the data it has been trained on or the design of the system itself. This bias can 
lead to decisions that disadvantage certain individuals or groups, often reinforcing 
existing social prejudices. 

As AI systems are increasingly used for decision-making, the potential for biased 
outcomes becomes a significant ethical concern. 

This guide represents an overview of the issue, to my limited understanding as at 
March 2023. I hope it helps you explore the topic.  

David 

 

The root causes of AI bias 

Biased training data 
AI algorithms learn from data, so if the data used to train them is biased, the 
resulting AI system will likely also be biased. This can occur when training data 
reflects historical inequalities or unrepresentative samples. 

Biased training data refers to data sets used to train AI algorithms that contain 
systematic errors or prejudices that unfairly favour certain groups or outcomes. Since 
AI systems learn from the data they are exposed to, biased training data can result in 
AI models that perpetuate and reinforce these biases in their decision-making 
processes. 

Causes of biased training data 
Historical and societal biases: Data collected from the real world often reflects 
historical and societal biases that have persisted over time. For example, if an AI 
system is trained on data from a labour market where certain minority groups have 



historically faced discrimination, the algorithm may learn to replicate those biases 
when making hiring decisions. 

Sampling biases: Biased training data can also result from unrepresentative samples. 
For instance, if a facial recognition algorithm is trained primarily on images of light-
skinned individuals, it may struggle to accurately recognise people with darker skin 
tones. 

Data collection and labelling biases: The methods used to collect and label data 
can introduce bias as well. For example, if an AI system is trained on news articles to 
understand sentiment, and the majority of articles come from sources with a 
particular political leaning, the AI may develop a biased understanding of sentiment 
in relation to certain topics or viewpoints. 

Addressing biased training data 
Diversify data sources: Collecting data from a wide range of sources can help to 
mitigate biases in training data. This includes actively seeking out underrepresented 
groups and ensuring that data collection methods are designed to be as inclusive as 
possible. 

Resampling and reweighting: Techniques such as oversampling underrepresented 
groups, undersampling overrepresented groups, or assigning different weights to 
different samples can help balance biased training data and reduce the impact of 
biases on the resulting AI system. 

Regular evaluation and auditing: Continuously evaluating and auditing AI systems 
for bias can help identify and correct issues in the training data. This involves 
scrutinising both the input data and the AI model's decisions to ensure fairness and 
transparency. 

Unintentional design choices 
In the development of AI systems, unintentional design choices can inadvertently 
introduce biases that affect the fairness and accuracy of the algorithms.  

Unintentional design choices refer to the decisions made by AI developers during the 
design and development process that unintentionally introduce or perpetuate biases 
within the AI system. These choices can stem from a lack of awareness of potential 
bias, incomplete understanding of the problem domain, or an oversight in the 
selection of appropriate data or features. 



How unintentional design choices contribute to AI bias 
Inadequate representation of features: Developers may unintentionally choose 
features that inadequately represent a problem or that contain inherent biases. This 
can result in AI systems that make biased decisions or fail to account for important 
factors. 

Overfitting and underfitting: Unintentional design choices can lead to overfitting, 
where an AI system performs exceptionally well on training data but poorly on new 
data, or underfitting, where the system performs poorly on both training and new 
data. Both issues can introduce biases and reduce the effectiveness of the AI system. 

Omission of relevant variables: Developers may unintentionally omit important 
variables from the AI system, either due to lack of domain knowledge or because 
they assume the variables are irrelevant. This can lead to biased decision-making, as 
the AI system may not consider critical factors that impact outcomes. 

Inappropriate algorithm selection: The choice of algorithm can significantly impact 
the performance and fairness of an AI system. Developers may unintentionally select 
algorithms that are not well-suited to the problem at hand, resulting in biased 
outputs. 

Strategies to mitigate the impact of unintentional design 
choices 
Collaborate with domain experts: Collaborating with domain experts can help 
developers better understand the nuances of a problem and make more informed 
design choices. This can help to minimise the impact of unintentional design choices 
and create more effective, fair AI systems. 

Employ diverse development teams: Diverse development teams are more likely to 
identify potential biases and make well-rounded design choices. Bringing together 
individuals with different backgrounds, perspectives, and expertise can help to 
mitigate the risk of unintentional design choices leading to biased AI systems. 

Use explainable AI techniques: Employing explainable AI techniques can help 
developers better understand how their AI systems make decisions and identify 
potential biases introduced by unintentional design choices. This increased 
transparency can lead to more informed decisions and improvements in system 
design. 



Continuous evaluation and improvement: Regularly evaluating the performance of 
AI systems and updating their design as needed can help identify and mitigate the 
impact of unintentional design choices. This includes assessing the fairness and 
accuracy of AI systems and making adjustments to address any identified biases. 

Misinterpretation of outputs 
Misinterpretation of AI outputs occurs when users of AI systems fail to accurately 
understand or apply the results generated by the algorithms. This can be due to a 
lack of technical expertise, inadequate communication of the AI system's limitations, 
or cognitive biases that influence the user's interpretation. Misinterpretation can lead 
to flawed decision-making, reinforcing existing biases and perpetuating inequalities. 

How misinterpretation contributes to bias 
Overreliance on AI: Users may overestimate the capabilities of AI systems and rely 
too heavily on their outputs, leading to biased decisions. This can occur when users 
assume that AI systems are infallible or that they can replace human judgment 
without considering the limitations and potential biases of the algorithms. 

Context insensitivity: AI outputs may be misinterpreted when users apply them in 
contexts for which they were not designed or trained. For example, using an AI 
system trained on data from a specific region to make decisions in another region 
with different demographics and cultural norms can result in biased outcomes. 

Confirmation bias: Users may be more likely to accept AI outputs that align with 
their pre-existing beliefs or biases, leading to confirmation bias. This can reinforce 
existing biases and contribute to a feedback loop that further entrenches biased 
decision-making. 

Misunderstanding of probabilities: AI systems often generate probabilistic outputs, 
which can be difficult for users to interpret accurately. Misunderstanding these 
probabilities can lead to biased decisions, as users may overestimate or 
underestimate the likelihood of certain outcomes. 

Strategies for preventing misinterpretation of AI outputs 
Improve explainability: Developing AI systems with greater explainability can help 
users better understand the decision-making process and more accurately interpret 
the outputs. This can involve using interpretable models or providing clear 
explanations of how the algorithm arrived at its conclusions. 



User education and training: Providing users with adequate education and training 
on the capabilities, limitations, and potential biases of AI systems can help reduce the 
risk of misinterpretation. This includes offering guidance on interpreting probabilistic 
outputs and understanding the context in which the AI system should be used. 

Encourage human-in-the-loop decision-making: Encouraging human-in-the-loop 
decision-making can help ensure that AI outputs are used as a supplement to, rather 
than a replacement for, human judgment. This can help prevent overreliance on AI 
systems and promote more nuanced, context-sensitive decision-making. 

Clear communication of limitations: Clearly communicating the limitations of AI 
systems can help users make more informed decisions and reduce the likelihood of 
misinterpretation. This includes providing information on the data used to train the 
AI system, the contexts in which it is designed to be used, and any known biases or 
limitations. 

 

Practical steps to counter AI bias 

Diverse data collection 
Ensuring that the data used to train AI systems is representative of the populations 
they will serve is critical. This includes gathering data from diverse sources, and 
actively including minority and underrepresented groups. 

A comprehensive and varied dataset allows AI algorithms to be more accurate, fair, 
and inclusive in their decision-making processes.  

Challenges in diverse data collection 
Data availability: Data on underrepresented groups might be scarce or challenging 
to obtain, complicating the creation of diverse data sets for AI training. 

Bias in existing data sources: Many existing data sources contain biases reflecting 
historical or societal prejudices, which can make it difficult to generate diverse data 
sets without perpetuating these biases. 

Privacy and ethical concerns: Collecting diverse data sets may raise privacy and 
ethical concerns, particularly when handling sensitive information or vulnerable 
populations. It is crucial to ensure ethical data collection that respects privacy. 



Strategies for diverse data collection 
Actively engage underrepresented groups: Deliberately identifying and including 
underrepresented groups in data collection efforts helps ensure that AI systems are 
trained on diverse data sets. This may involve partnering with community 
organisations, advocacy groups, or other stakeholders to reach these populations. 

Utilise multiple data sources: Merging data from various sources can create more 
diverse data sets by minimising the impact of biases in individual data sources. This 
approach may include combining data from surveys, social media, public records, 
and other sources. 

Implement inclusive data collection methods: Using data collection methods 
designed to be inclusive can help represent diverse populations in AI training data. 
This may involve using culturally sensitive survey questions, offering materials in 
multiple languages, or accommodating people with disabilities. 

Monitor and audit data for diversity: Consistently monitoring and auditing data 
sets for diversity can help identify and address potential biases. This may involve 
using statistical methods to measure the representation of different groups and 
adjusting data collection efforts as needed. 

Address privacy and ethical concerns: Ensuring that diverse data collection is 
conducted ethically and with respect for privacy is essential. This may involve 
obtaining informed consent from participants, anonymising data, or employing 
privacy-preserving techniques like differential privacy. 

Bias audits 
Regularly auditing AI systems for bias can help identify and correct problematic 
patterns. This can involve scrutinising training data, system design, and output to 
ensure fairness and transparency. 

Understanding bias audits 
A bias audit is a process of systematically evaluating an AI system to identify and 
address potential biases, ensuring that the system operates fairly and equitably. Bias 
audits typically involve assessing the data used to train the AI system, the algorithms 
themselves, and the system's outputs to identify and quantify the presence of bias. 
By conducting regular bias audits, organisations can minimise the risk of biased 



decision-making and create AI systems that are more equitable, accurate, and 
trustworthy. 

The role of bias audits in promoting fairness 
Bias audits play a crucial role in ensuring fairness in AI systems: 

Detection: Bias audits help identify biases that may not be immediately apparent, 
allowing developers to address these issues before they have a broader impact. 

Quantification: Audits provide a means of measuring the extent of bias within an AI 
system, allowing organisations to track their progress in reducing bias over time. 

Accountability: Conducting regular bias audits demonstrates an organisation's 
commitment to fairness and can help ensure compliance with relevant regulations 
and ethical guidelines. 

Continuous improvement: Bias audits provide valuable feedback for improving AI 
systems, helping organisations identify areas where further refinement is needed to 
ensure fairness. 

Challenges in conducting bias audits 
Defining fairness: Fairness is a complex and multifaceted concept, making it difficult 
to establish a universally accepted definition. This complicates the process of 
identifying and measuring bias in AI systems. 

Data limitations: In some cases, the data needed to conduct a comprehensive bias 
audit may be incomplete or unavailable, making it difficult to assess the extent of 
bias within the AI system. 

Algorithmic complexity: Some AI algorithms, such as deep learning models, are 
highly complex and difficult to interpret, complicating the process of identifying the 
sources of bias within the system. 

Trade-offs: Addressing bias in AI systems may involve making trade-offs between 
fairness and other objectives, such as accuracy or efficiency. Balancing these 
competing priorities can be challenging. 

Strategies for conducting effective bias audits 
Develop a clear definition of fairness: Establishing a clear, context-specific 
definition of fairness is crucial for conducting effective bias audits. This may involve 
engaging with stakeholders, including end-users and affected communities, to 
ensure a comprehensive understanding of fairness. 



Leverage a combination of quantitative and qualitative methods: Combining 
quantitative methods, such as statistical analysis, with qualitative methods, such as 
interviews and surveys, can provide a more in-depth understanding of bias within AI 
systems. 

Use explainable AI techniques: Employing explainable AI techniques can help 
auditors better understand how AI systems make decisions and identify potential 
sources of bias. This increased transparency can lead to more informed assessments 
and improvements in system design. 

Collaborate with diverse stakeholders: Engaging with a diverse group of 
stakeholders, including domain experts, ethicists, and representatives from affected 
communities, can provide valuable insights and perspectives on bias and fairness 
within AI systems. 

AI explainability 
AI systems have seen rapid advancements in recent years, leading to increasingly 
complex models capable of making high-stakes decisions. However, with this 
growing complexity, AI systems often become less transparent and more challenging 
to interpret. AI explainability addresses this issue by developing techniques and 
methodologies to make AI systems' decision-making processes more understandable 
to humans. 

The importance of AI explainability 
Trust and adoption: When users and stakeholders understand how AI systems make 
decisions, they are more likely to trust and adopt these technologies. 

Accountability and responsibility: Explainable AI systems allow developers, 
organisations, and regulators to hold AI systems accountable for their decisions and 
assess their compliance with ethical guidelines and legal requirements. 

Debugging and improvement: Understanding the decision-making process of AI 
systems can help developers identify errors, biases, or other issues and improve the 
system's performance and fairness. 

Ethical considerations: Explainable AI systems can help ensure that AI technologies 
align with ethical principles, such as transparency, fairness, and non-discrimination. 



Challenges in AI explainability 
Complexity of AI models: Advanced AI models, such as deep neural networks, are 
highly complex and difficult to interpret, making it challenging to explain their 
decision-making processes. 

Trade-off between explainability and performance: In some cases, there may be a 
trade-off between creating highly accurate models and developing models that are 
easily explainable. 

Diverse stakeholders and requirements: Different stakeholders, such as end-users, 
developers, and regulators, may have varying requirements for explainability, 
complicating the development of universally applicable explanations. 

Approaches to improve explainability in AI systems 
There are several approaches to enhance AI explainability: 

Model-specific explainability techniques: These techniques are designed for 
specific types of AI models, such as decision trees or linear regression, and aim to 
provide explanations tailored to the model's characteristics. 

Model-agnostic explainability techniques: These methods can be applied to a 
wide range of AI models and typically involve generating explanations by analysing 
the relationship between the model's inputs and outputs. Examples include Local 
Interpretable Model-agnostic Explanations (LIME) and Shapley Additive Explanations 
(SHAP). 

Post-hoc explanations: Post-hoc explanations are generated after the AI model has 
made a decision and aim to provide insights into the decision-making process. These 
explanations can take various forms, such as visualisations, textual descriptions, or 
counterfactual explanations (i.e., showing how a different input would have led to a 
different outcome). 

Explainable AI by design: This approach involves developing AI models that are 
inherently interpretable, such as rule-based systems or inherently interpretable 
models like Explainable Boosting Machines (EBMs). 

Human-in-the-loop explainability: Involving human experts in the AI decision-
making process can help provide additional context and explanations for complex 
decisions, particularly in situations where full automation may be inappropriate or 
ethically questionable. 



Multidisciplinary teams 
The development of AI systems increasingly requires the collaboration of experts 
from various disciplines to address the complex challenges associated with creating 
fair, accurate, and robust solutions. Multidisciplinary teams bring together diverse 
skillsets and perspectives, fostering innovation and enabling more effective problem-
solving.  

The importance of multidisciplinary teams in AI development 
As AI systems become more sophisticated and their applications more widespread, a 
growing range of disciplines must be integrated into the development process. From 
computer scientists and engineers to ethicists, social scientists, and domain experts, 
the contributions of diverse disciplines can help address the multifaceted challenges 
associated with AI development, including: 

Ethical considerations: Ensuring that AI systems are developed and deployed 
ethically requires the expertise of ethicists, legal professionals, and social scientists to 
navigate complex questions related to privacy, fairness, and accountability. 

Human-centered design: Incorporating human-centered design principles into AI 
development necessitates the involvement of psychologists, cognitive scientists, and 
user experience (UX) designers to create systems that are intuitive, accessible, and 
useful for end-users. 

Domain-specific knowledge: Developing AI applications for specific industries or 
domains, such as healthcare or finance, requires the expertise of professionals with 
in-depth knowledge of these areas to ensure the systems are relevant, accurate, and 
compliant with industry regulations. 

Benefits of multidisciplinary teams in AI development 
Enhanced innovation: Bringing together diverse perspectives and skillsets fosters a 
culture of innovation, enabling the development of novel solutions that address 
complex challenges. 

Improved decision-making: Multidisciplinary teams can leverage their collective 
expertise to make more informed decisions, leading to more robust, reliable, and 
ethical AI systems. 



Increased user trust and acceptance: AI systems that have been developed with 
input from various disciplines are more likely to address user concerns and meet 
their needs, resulting in greater trust and adoption. 

Regulatory compliance: Multidisciplinary teams can help ensure that AI systems 
meet the requirements of relevant regulations and ethical guidelines, reducing the 
risk of penalties or reputational damage. 

Challenges faced by multidisciplinary teams 
Communication barriers: Differences in terminology, communication styles, and 
methodologies among disciplines can create communication challenges and hinder 
collaboration. 

Conflicting priorities: Different disciplines may have differing priorities or 
objectives, leading to potential conflicts within the team. 

Integration of expertise: Integrating the knowledge and expertise of various 
disciplines into a cohesive approach can be a complex and time-consuming process. 

Strategies for fostering effective collaboration in 
multidisciplinary teams 
Establish a common language: Developing a shared understanding of terminology 
and concepts across disciplines can help improve communication and facilitate 
collaboration. 

Define clear roles and responsibilities: Ensuring that each team member's role and 
responsibilities are clearly defined can help prevent conflicts and promote effective 
collaboration. 

Foster a culture of mutual respect: Encouraging a culture of respect and 
appreciation for the expertise and perspectives of all team members can help create 
a collaborative and supportive environment. 

Engage in regular team meetings and communication: Regular communication, 
both formally through team meetings and informally through casual interactions, can 
help build trust, resolve conflicts, and promote collaboration. 

  



Ethical guidelines and best practices 
Adopting ethical guidelines and best practices for AI development can help ensure 
that fairness, accountability, and transparency are considered throughout the 
development process. 

Ethical guidelines and best practices play a vital role in establishing a framework to 
address the complex challenges associated with AI, such as fairness, accountability, 
transparency, and privacy.  

Key principles for responsible AI development 
Several key principles should guide responsible AI development: 

Fairness: AI systems should be designed to minimise bias and ensure equitable 
treatment for all individuals and groups. 

Accountability: Developers, organisations, and other stakeholders involved in AI 
development should be held accountable for the performance and impact of AI 
systems. 

Transparency: AI systems and their decision-making processes should be 
transparent and explainable, allowing users and stakeholders to understand how 
decisions are made and the rationale behind them. 

Privacy and data protection: AI systems should respect users' privacy and protect 
their data, ensuring that personal information is collected, stored, and used 
responsibly and securely. 

Safety and reliability: AI systems should be developed to prioritise safety and 
reliability, minimising risks and ensuring that systems perform as intended. 

Strategies for implementing ethical guidelines and best 
practices 
Develop organisational policies and guidelines: Establishing clear organisational 
policies and guidelines around ethical AI development can provide a framework for 
developers and researchers to follow. 

Engage multidisciplinary teams: Including experts from various disciplines, such as 
ethicists, social scientists, and domain experts, can help ensure that ethical 
considerations are integrated throughout the AI development process. 



Conduct regular bias audits and impact assessments: Regularly evaluating AI 
systems for potential biases and unintended consequences can help identify and 
address issues before they become more widespread. 

Foster a culture of ethical AI development: Encouraging a culture of ethical 
awareness and responsibility within the organisation can help ensure that ethical 
considerations are prioritised in AI development. 

Participate in industry-wide initiatives and collaborations: Collaborating with 
other organisations, academic institutions, and regulatory bodies can help promote 
the sharing of best practices and the development of industry-wide ethical guidelines 
and standards.  



Appendix: Summary table 
Causes of Bias in AI Practical Steps to Counter Bias 

Biased training data • Collect diverse and representative datasets 
• Use data augmentation techniques such as 

resampling and reweighting 
• Perform regular bias audits on the training data   

Unintentional design 
choices 

• Be aware of and scrutinise design choices and 
their potential impacts 

• Employ explainable AI methods to understand 
algorithmic decision-making 

• Implement multidisciplinary teams to provide 
diverse perspectives 

• Regularly evaluate the performance of AI systems   
Misinterpretation of 
outputs 

• Educate users and stakeholders on the limitations 
and potential biases of AI systems 

• Provide clear explanations of AI outputs and their 
confidence levels 

• Encourage human oversight and collaboration 
with AI systems 

Lack of diversity in AI • Foster diversity and inclusion in AI research and 
development 

• Encourage the consideration of different cultural, 
social, and ethical perspectives in AI design 

Overemphasis on 
performance 

• Balance performance metrics with fairness and 
ethical considerations 

• Develop and use metrics that explicitly account for 
potential biases 

Insufficient 
regulation 

• Advocate for and participate in the development 
of legislation and regulation to govern AI systems 
and address biases 

• Adopt ethical guidelines and best practices in AI 
development and deployment 
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